New MIS 19 EPICA Dome C high resolution deuterium data: Hints for a problematic preservation of climate variability at sub-millennial scale in the “oldest ice”
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Abstract

Marine Isotope Stage 19 (MIS 19) is the oldest interglacial period archived in the EPICA Dome C ice core (~780 ky BP) and the closest “orbital analogue” to the Holocene – albeit with a different obliquity amplitude and phase with precession. New detailed deuterium measurements have been conducted with a depth resolution of 11 cm (corresponding time resolution of ~130 years). They confirm our earlier low resolution profile (55 cm), showing a relatively smooth shape over the MIS 20 to MIS 18 time period with a lack of sub-millennial climate variability, first thought to be due to this low resolution. The MIS 19 high resolution profile actually reveals a strong isotopic diffusion process leading to a diffusion length of at least ~40 cm erasing sub-millennial climate variability. We suggest that this diffusion is caused by water-veins associated with large ice crystals at temperatures above ~10 °C, temperature conditions in which the MIS 19 ice has spent more than 200 ky. This result has implications for the selection of the future “oldest ice” drilling site.

1. Introduction

The EPICA Dome C ice core providing more than 800 thousands of years (ky) of climate variability is the longest available climatic record obtained from ice cores. Thanks to different proxies such as stable water isotopes (Jouzel et al., 2007), aerosols (Lambert et al., 2008; Wolff et al., 2008), CH₄ (Loulergue et al., 2008; Spahni et al., 2005) or CO₂ (Lüthi et al., 2008; Siengenthaler et al., 2005), local, regional and global variations of climate and environment have been characterized over eight glacial–interglacial cycles (Fig. 1). If long term climate variability is considered to be driven by variations of incoming insolation due to slow changes of orbital parameters (Berger and Loutre, 1991; Laskar et al., 1993), the precise role of seasonal and latitudinal insolation distribution remains disputed. The climate system response involves threshold effects and internal feedbacks, making the understanding of the Earth climate complex (Paillard, 1998).

Interglacial periods offer the possibility to compare the climate system response under different orbital configurations and without the major influence of northern hemisphere glacial ice sheets. Thanks to EPICA Dome C ice core strong differences have been revealed between the nine past and current interglacial periods regarding their duration, trend or intensity (Figs. 1 and 2) (EPICA-community-members, 2004; Jouzel et al., 2007; Masson-Delmotte et al., 2010). The current interglacial period has been compared to past interglacials with a specific focus on Marine Isotope Stage (MIS) 5 and 11 (Loutre and Berger, 2003; Loutre, 2003; Masson-Delmotte et al., 2006; Ruddiman, 2005), with implications for the future long term influence of Earth’s orbit and the timing of the next Ice Age.

In this context, the following study focuses on the oldest interglacial archived in the EPICA Dome C (EDC) ice core: MIS 19, occurring around 780 thousands of years (ky) before present (BP). The full sequence of events, from the end of the previous glacial period (MIS 20) to the beginning of the following one (MIS 18), is detected between depths of 3147 and 3190 m. Corresponding ages range between ~749 and ~801 ky with an absolute uncertainty of 6 ky (2σ) (Fig. 3) as given by the current EDC3 chronology (Parrenin et al., 2007a). This dating is relatively well constrained for MIS 19, thanks to the Matuyama–Brunhes geomagnetic reversal identification from Beryllium 10 measurements (Dreyfus et al., 2008; Raisbeck et al., 2006). The integrity of the climate records in EDC ice is confirmed down to ~801 ky (Jouzel et al., 2007), despite indications of ice flow perturbation in the bottom part of the core (Dreyfus et al., 2007).

MIS 19 is interesting for two reasons: (i) it occurred during an orbital configuration quite similar to the present one; and (ii) the EPICA Dome C low resolution proxy records exhibit comparable...
Fig. 1. Insolation forcing and climate variability over 800 thousands of years before present (B.P. = before 1950) recorded in different proxies. From top to bottom: EDC CH₄ concentrations (ppb, green) (Loulergue et al., 2008; Sphnii et al., 2005); CO₂ concentrations from Vostok and EDC ice cores (ppm, grey) (Lüthi et al., 2008; Siengenthaler et al., 2005); EDC low resolution δD signal (‰) (rainbow colours highlighting glacial periods, dark blue, and interglacial periods, yellow-red); reconstructed sea levels (in m relative to present-day, blue) (Bintanja et al., 2005). Changes in orbital parameters are displayed in the bottom panel (Berger and Loutre, 1991): obliquity (°, yellow), inversed precession parameter (orange), eccentricity (dark red). The two periods of interest here, from the past 20 ky to the next 10 ky and the MIS 20 to 18, are highlighted by grey-shaded areas. Horizontal lines represent the maximum pre-industrial Holocene levels. All the Marine Isotopic Stages corresponding to the Antarctic interglacials recorded in the EDC core are labelled following Jouzel et al. (2007).

During the glacial inception from MIS 19 to MIS 18, the low resolution EPICA Dome C water stable isotope record (Jouzel et al., 2007) has revealed millennial variability principally marked by the occurrence of three consecutive warm events (hereafter called Antarctic Isotope Maxima — AIM, following EPICA-community-members, 2006, and noted A, B, C on Fig. 2). These AIM events were also identified in the CH₄ and CO₂ signals (Loulergue et al., 2008; Lüthi et al., 2008). To improve the temporal resolution and to document the sub-millennial climate variability during MIS 19, we have conducted new high resolution measurements of water stable isotope ratios (δD of HDO molecules, hereafter called deuterium) on the EDC ice core fine cuts (Section 3). This new sampling, allowing to increase the temporal resolution from ~650 years (low resolution published data) to ~130 years, confirms the robustness of the previous low resolution isotopic signal (Section 4.1) but reveals at the same time a strong smoothing of the deuterium signal (Section 4.2), which erases potential new information on climate variability. This result leads to an analysis of the isotopic diffusion in ice, a process commonly studied for its implication in the impairment of climatic signals (Section 4.3). Section 4.4 is then dedicated to the comparison between modelled and data-derived diffusion calculation. This comparison suggests that the deepest EDC ice is affected by physical processes that alter the preservation of the full stable isotope variability. We finally investigate the possible mechanisms at play.

2. Comparison of MIS 19 and Holocene orbital contexts and EPICA proxy records

We compare the orbital configurations around MIS 19 and of the current interglacial, both characterized by a low eccentricity and therefore small variations of the precession parameter (Fig. 1). By aligning the respective early interglacial maxima of MIS 1 (~11 ky BP) and MIS 19 (~787 ky BP, according to the EDC3 chronology, Parrenin et al., 2007a), Fig. 2 enables a more detailed comparison of orbital contexts over a 50 ky interval (panels e and f). The EDC3 dating method (Parrenin et al., 2007b) is constructed independently from the δD orbital signal (it uses information from the δ¹⁸O of the di-oxygen in air Dreyfus et al., 2007).

This alignment shows that the interglacial optima occur during eccentricity maxima, and with exactly comparable values of the precession parameter. Because the EDC δD record exhibits a strong obliquity component, it was argued that the amplitude modulation of obliquity could explain interglacial intensities (Jouzel et al., 2007, Supplementary material; Masson-Delmotte et al., 2006). Differences in the orbital contexts indeed appear regarding the obliquity amplitude and its phase with the precession parameter. Due to its long term modulation (Berger and Loutre, 1991), recent obliquity variations have stronger amplitude than during MIS 19. The maximum of obliquity occurs perfectly in phase with the precession parameter minimum at 787.5 ky BP for MIS 19, while it lags by 2.5 ky the same precession parameter minimum occurring at 11.5 ky BP in the early Holocene (Table 1). In the future, the eccentricity will decrease much more strongly than at the end of MIS 19, damping the precession parameter fluctuations, but obliquity variations will keep larger amplitude than for MIS 19. This comparison shows the lack of a perfect orbital analogue but highlights that, as seen on Fig. 1, the orbital context of MIS 19 is closer to the present one than during MIS 5e or 11.

We now compare the climate evolution for MIS 19 and the Holocene in EDC3 proxy records. After a continuous warming during the transition MIS 20 to MIS 19, the deuterium signal reaches a maximum value at ~787 ky (Fig. 2b). This pattern differs from the last termination, marked by the Antarctic Cold Reversal (Jouzel et al., 1995; Jouzel et al., 2001) (Fig. 2a). When converted into temperature, after correction of sea-water isotopic and elevation changes (Jouzel et al., 2007), MIS 19 is the warmest interglacial period recorded in the EDC temperature reconstruction between 800 and 400 ky. Its peak warmth is ~0.5 °C colder than the present-day and 2 °C colder than the early Holocene optimum. Temperature reconstructions can be affected by changes in EDC elevation, with a dry adiabatic lapse-rate of ~10 °C per 1000 meters (m). However ice sheet models (Parrenin et al., 2007b; Pollard and
DeConto, 2009) suggest too small elevation changes (~30 m) between MIS 19 and Holocene to have significant impacts on temperature estimates. The difference between MIS 19 and Holocene maximal temperatures is thus robust and contrasts with the significant differences observed in reconstructions of past sea level. Based on marine data, MIS 19 sea level is estimated ~20 m below present-day (Bintanja et al., 2005). Greenhouse gases also exhibit atmospheric concentrations comparable for MIS 19 and the pre-industrial Holocene (Fig. 2c and d). CH₄ levels reach around 700 ppb both in early Holocene and at MIS 19 maximum, albeit with different patterns. During the last deglaciation, the methane curve is interrupted by the Younger Dryas event, followed by an early Holocene optimum, a mid-Holocene minimum and a progressive increase during last millennia. Prior to MIS 19 optimum, CH₄ shows a continuous rise. After the MIS 19 optimum, it shows a stable plateau, followed by a decreasing trend punctuated by four maxima, the last three being the CH₄ counterparts of the AIM A, B, C as noted in Lüthi et al. (2008). CO₂ values reach around 260 ppm at the early Holocene and during MIS 19 maximum. CO₂ increases slightly during the course of Holocene, while it is marked by a progressive decrease for MIS 19 after the early peak value, with the occurrence of the three CO₂ counterparts of AIM A, B, and C.

3. Data

The insert in Fig. 3 shows the cutting scheme for the EPICA Dome C ice core. The ~3260 m of the core is continuously cut in two different ways for the water isotopes measurements: the first type of samples called "bag" samples (hereafter low resolution LR) is cut every 55 cm along the core with 9 mm square sides; the second type of samples called "fine" samples (hereafter high resolution HR) corresponds to 11 cm long paved pieces. The analysis of these HR samples therefore improves both the depth resolution and the temporal resolution by a factor of 5.

Thanks to deuterium measurements conducted on 5800 LR samples all along the ~3260 m of the EDC ice core, a continuous but low resolution profile is available and has been used to estimate past EDC temperature (Jouzel et al., 2007). Due to ice thinning, the temporal resolution of the LR samples is strongly decreasing with...
depth. It is also lower during glacial periods characterized by a lower accumulation. Thus while each LR sample contains in average 20 years of accumulation for the Holocene, it represents up to ~650 years for MIS 19 using the EDC3 chronology (Fig. 3). Therefore, there is a strong added value to measure the HR data for MIS 19, which are expected to enhance the temporal resolution up to ~130 years and improve the description of centennial to millennial variability.

As already mentioned, the sequence of events of interest here, covering the previous glacial period (MIS 20), MIS 19 and the beginning of the following MIS 18, extends between depths of 3190 and 3147 m. 395 HR samples have been measured in deuterium over this depth interval. Based on uranium reduction of water to H2 gas (see Vaughn et al., 1998, for the description of the method), the method of measurement is the same as the one used in the past for the LR samples (Jouzel et al., 2007). The analytical accuracy is on average ±0.5‰ at 1σ.

Fig. 2b displays the initial LR data (grey), the new HR data (blue), and a calculated mean signal (average of five HR data, black), used to compare the coherency between the past and the new data. The LR signal is statically less accurate (0.5‰ at 1σ) than the averaged signal (±0.23‰ at 1σ) which benefits from an experimental noise reduced by a factor of √5 (thanks to the 5 measurements used for the establishment of the HR profile instead of one for the LR profile, over the same 55 cm depth interval).

We also consider EDC chemistry data measured by Continuous Flow Analysis (CFA), with a high depth resolution of 1 to 1.5 cm, previously published for the Holocene and MIS 5.5 (Bigler et al., 2010) and made available here for MIS 19. Concentrations of calcium, sodium and ammonium are expected to reflect variations in aerosol emissions, transport and deposition in relation to continental dust, sea salt and marine productivity respectively (Wolff et al., 2010a). Fig. 4 displays the comparison between Holocene and MIS 19 data, both filtered at centennial resolution to allow a direct comparison of variability, as the measuring resolution is just sufficient enough to capture centennial resolution in MIS 19.

4. Results and discussion

4.1. Results description

The high resolution data (Fig. 2b, blue) show a good agreement with the low resolution data (grey). They confirm the regular deuterium increase along the transition MIS 20 to MIS 19, the shape of MIS 19 optimum, and the occurrence of three consecutive Antarctic Isotopic Maxima (noted A, B and C) during the transition to MIS 18. The “calculated” signal (black) compared to low resolution data (grey) confirms the quality of measurements along MIS 19 and 18, with a satisfying correspondence between the two signals. In a few cases (MIS 20, MIS 19 peak warmth and AIM C) the grey curve appears slightly higher than the black one. According to the respective accuracy of our two comparable signals, 50% of the measurements overlap perfectly during the full sequence of events. This value is improved up to 70% by keeping away the transition MIS 20 to MIS 19 and AIM C, characterized by low resolution values systematically shifted by +1.7‰ in average.

The differences between the two datasets (LR versus average of HR data) can arise from: (i) analytical noise; (ii) small isotopic composition differences within two different sections of ice core (see the cutting scheme of Fig. 3 for the target sections used for LR and HR sampling); and (iii) the difficulties for the sampling procedure in the deepest warm

<table>
<thead>
<tr>
<th>Eccentricity</th>
<th>Precision parameter</th>
<th>Obliquity (°)</th>
<th>Lag between precision min and obliquity max (ky)</th>
</tr>
</thead>
<tbody>
<tr>
<td>788 ky BP</td>
<td>0.019846</td>
<td>−0.019776</td>
<td>23.851</td>
</tr>
<tr>
<td>12 ky BP</td>
<td>0.019613</td>
<td>−0.019440</td>
<td>24.159</td>
</tr>
</tbody>
</table>
At this depth, the presence of cracked ice and the trimmed edges of the core caused by the alcohol used as drilling fluid may have altered the integrity of the samples. For the same isotopic measurement of 55 cm of the core, 5 samples are necessary to the reconstruction of the averaged HR signal against one in the LR signal. Thus, if a loss of ice material is involved, it may have impacted in a larger proportion the HR signal, which undergoes repeated cutting processing, than the LR signal.

Beyond confirming low resolution data, the high resolution data do not deliver significant additional sub-millennial variability information as expected from higher temporal resolution. This result contrasts with the sub-millennial variability clearly observed for the Holocene on EDC stable isotope data (Fig. 2a, comparison between red and dark red curves) and is persistent over recent interglacials (MIS 5.5 and MIS 11 unpublished high resolution deuterium data, not shown).

The persistence of a sub-millennial climate variability during MIS 19 is also independently confirmed by the high resolution EDC chemistry data showing similar level of variability during Holocene, MIS 5.5 (not shown here, Bigler et al., 2010) and MIS 19 for calcium concentration, a proxy of continental dust (Fig. 4). By contrast, ammonium and sodium records show almost no more sub-millennial variability for MIS 19. The change in variability can be quantified by the calculation of variation coefficients based on de-trended logarithmic centennial resolution concentration data, from relatively stable 5000 year (noted y hereafter) intervals within each interglacial. For calcium, the variation coefficient shows similar high values for the Holocene (11.7%) and MIS 19 (15.7%), while it is a factor of two smaller for sodium (from 8 to 3.6%) and ammonium (from 11.2 to 5.8%).

4.2. Spectral analysis of variability

To illustrate the loss of variability in the stable isotope data, we calculate the power spectrum for our two periods during each warm phase (from 12 ky BP to present-day for Holocene and from 788 ky to 776 ky BP for MIS 19) with different time resolutions (Fig. 5). For MIS 19, we compare the power spectrum obtained from low resolution data (with a temporal resolution of 650 y) to the one derived from high resolution data with a regular re-sampling of 150y. These two spectra are confronted to those performed for the Holocene, using data re-sampled every 650 and 150 y for an exact comparison.

MIS 19 power spectra first confirm the interest of looking at high resolution data for studying climatic variability. While the ~650 y re-sampled data hardly show millennial variability for both MIS 19 (only long term trends appear significant) and Holocene, the 150 y re-sampled data firstly confirm the periodicities already present in the 650 y power spectrum and make higher frequencies significant (two more peaks for MIS 19 ~2.55 ky and ~1.65 ky, and trend for Holocene). But the strong decrease of the MIS 19 spectral amplitude with frequency contrasts with the constant level of the Holocene one (both with 20 and 150 y re-sampled data). The MIS 19 spectrum based on the 150 y re-sampled data reveals a loss of signal for periodicities shorter than 1600 y, whereas the Holocene data clearly show centennial periodicities at the same resolution.

Based on the entire power spectrum of Holocene (showed in Fig. 5 and already studied by Masson et al., 2000; Masson-Delmotte et al., 2004; Yiou et al., 1997) and on the sub-millennial deuterium variability observed during previous interglacials (MIS 5.5, 9 and 11 data offering centennial resolution, not shown), our working hypothesis is that multi-decadal to multi-centennial variability must indeed be a common feature of all interglacials. This is also supported by the variability preserved in the MIS 19 calcium data (Fig. 4). Such variability for MIS 19 is thus thought to have been erased in the stable isotope, ammonium and sodium data and the following sections are dedicated to the understanding of the particular diffusion processes at play, appearing only in the deepest part of the EDC core.

4.3. Isotopic diffusion modelling

Isotopic diffusion is the main process invoked for isotopic smoothing in the ice. After snow deposition, diffusion gradually affects isotopes by removing the highest frequency variations, first during...
the firnification (Neumann and Waddington, 2004) and then in the solid ice (Ramsay, 1987). In the upper part of the firm, this impairment of climatic signal is due to direct exchanges between snow water molecules and vapour, involving processes such as successive change of phases (sublimation/condensation). In solid ice, self-diffusion in ice single crystals, controlled by the temperature-dependent molecular diffusivity of water stable isotopes, comes in addition to the thinning to increase the smoothing of the remaining isotope signal. Isotopic diffusion has extensively been studied and models are available for predicting the smoothing of an initial stable isotope profile for a given ice core.

Considering the classical diffusion as described in the previous short introduction, we use the methodology described in Johnsen et al. (2000) and applied for the EDC core. Based on the tracking of a layer from the surface to its actual position in the ice sheet, it requires the estimation of two parameters: (1) the vertical strain rate \( \dot{\varepsilon}_z(t) \) and (2) the diffusivity of HDO molecules \( \Omega(t) \), where \( t \) is the age and \( z \) the depth. Age is estimated as a function of depth thanks to the Dansgaard–Johnsen kink model (Johnsen and Dansgaard, 1992) modified for bottom melting and dynamic accumulation rates according the characteristics of the EDC site (Table 2). A new parameter, the diffusion length \( \sigma \), is introduced to describe the diffusion and its effects. It expresses the characteristic length affected by the isotopic smoothing at a given depth and is determined using the following equation:

\[
\frac{d\sigma^2}{dt} - 2 \cdot \dot{\varepsilon}_z(t) \cdot \sigma^2 = 2 \cdot \Omega(t),
\]

which attributes the ice diffusion to the thinning of ice layers in the ice sheet due to the vertical strain rate and to the diffusivity of stable isotopes within the ice. The solution of Eq. (1) can be expressed as:

\[
\sigma^2(t) = \sigma^2_{\text{ini}}(t) + \sigma^2_{\text{firn}}(t)
\]

where

\[
\sigma^2_{\text{ini}}(t) = \exp \left( 2 \cdot \int_0^t \dot{\varepsilon}_z(t') \cdot dt' \right) \left( \int_0^t 2 \cdot \Omega(t') \cdot \exp \left( \int_0^t -2 \cdot \dot{\varepsilon}_z(t') \cdot dt' \right) \cdot dt \right)
\]

represents the diffusion occurring in the solid ice,

and

\[
\sigma^2_{\text{fur}}(t) = \exp \left( 2 \cdot \int_0^t \dot{\varepsilon}_z(t') \cdot dt' \right) \cdot \alpha^2_0
\]

Table 2

<table>
<thead>
<tr>
<th>Parameters for the flow/age/thinning model</th>
<th>Values or expression</th>
<th>Parameters for the temperature/diffusion model</th>
<th>Values or expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice thickness</td>
<td>3275 (m)</td>
<td>Isotope-temperature slope adjusted to the LGM temperature or best fit to the measured borehole data</td>
<td>( \alpha \text{ [°C/‰]} )</td>
</tr>
<tr>
<td>Kink height</td>
<td>1500 (m)</td>
<td>Surface temperatures</td>
<td>(-57.0 + \alpha \times (i_0 - i_b) \text{ [°C]} )</td>
</tr>
<tr>
<td>Present deuterium value</td>
<td>( i_b = -396.5 \text{ [‰]} )</td>
<td>Present accumulation rate</td>
<td>( a_c = 0.03 \text{ (m/y)} )</td>
</tr>
<tr>
<td>Present accumulation rate</td>
<td>( a_c = 0.03 \text{ (m/y)} )</td>
<td>Bottom melting</td>
<td>( 0.0006 \text{ (m/y)} )</td>
</tr>
<tr>
<td>Bottom sliding factor</td>
<td>0.13</td>
<td>Bottom sliding factor</td>
<td>0.13</td>
</tr>
<tr>
<td>Bag values corrected by sea-water isotope values</td>
<td>( i_b = \text{[‰]} )</td>
<td>Past accumulation rate</td>
<td>( a_c \times \exp ((i_0 - i_b) / 70.0) \text{ (m)} )</td>
</tr>
</tbody>
</table>
the diffusion in the firn, with $\sigma_f$ depending on the past temperature and accumulation rate of a given period. At the depth of MIS 19, the model shows that the isotopic diffusion occurring in the firn is negligible in front of the ice diffusion.

Here the establishment of the time scale and the estimate of the strain rate $\dot{\varepsilon}$ represent the first sources of uncertainty for the diffusion length calculation. The thinning function (ratio of the thickness of a given layer at its present depth in the ice and its thickness when it was at the surface), is given by the first part of Eqs. (3) and (4):

$$\exp \left( \int \frac{\dot{\varepsilon}(t')}{C_0/C_1} dt' \right).$$

The coupled deformation and diffusion models used here (Johnsen and Dansgaard, 1992, applied to the EDC site) estimate a thinning function of $-0.035$ for MIS 19. This calculation is consistent with the independent initial estimate of Parrenin et al. (2007b) (Fig. 6a) for the establishment of the EDC3 chronology. A second source of uncertainty lies in the estimate of the deuterium molecular diffusivity $\Omega(t)$ based on Ramsayer formula (Ramsayer, 1967) which depends on temperature. Fig. 6b displays two calculations of the diffusion length associated to two different in situ temperature profiles for the EDC core: the first one derived from a temperature ice flow model coupled to the diffusion model (Johnsen et al., 1995, see Table 2), and the second one forced to the temperature profile measured in the EDC borehole (Fig. 6c). These two profiles differ by at most 2 °C. While the results show differences between 400 and 2100 m depths, the two modelled diffusion lengths reach a common value of ~16 cm at the depth of MIS 19 (Fig. 6b).

### 4.4. Comparison between modelled and data-derived diffusion length

We now consider the diffusion length modelled all along the EPICA Dome C ice core consistent with the borehole temperature data. Fig. 6b shows the slow decrease of the diffusion length with depth, from ~5 cm near the surface to a minimum value of ~1.6 cm at ~1900 m, driven by the vertical thinning which progressively reduces the annual layer thickness. Near bedrock, warmer temperatures (>~30 °C) enhance molecular diffusivity in the ice which results in a change of slope of the modelled diffusion length with respect to depth. The modelled diffusion length therefore increases downwards of 1900 m and reaches the previously mentioned maximum value of 16 cm in the deepest part of the core, where MIS 19 is located.

This theoretical value can be compared to the one that can be estimated from the high resolution deuterium data. The loss of high frequency variability thus revealed (see section 4.2) can be also viewed as a loss of spectral amplitude with respect to depth (cycles/m). The power spectrum associated to the data can be fitted to different power spectra of red noise that simulate various values of diffusion lengths, according to the equation $A = A_0 \exp (-\frac{1}{2}\sigma^2 k^2)$. This equation links the amplitude of a given harmonic cycle $A$ recorded in the data and altered by the diffusion within the ice, to the initial amplitude $A_0$ (with $\sigma$ the diffusion length and $k$ the wave number associated to the harmonic cycle); the methodology is described in Johnsen et al. (2000). This method allows us to derive an empirical diffusion length for MIS 19. The loss of spectral amplitude below ~1600 y of periodicity discussed in Section 4.2 can thus be translated as a diffusion length estimated to reach at least 40 cm (values ranging between 40 and 60 cm depending on the fit between the corresponding red noise and the data power spectrum), a value more than twice higher than the predicted one. The strong smoothing of the deuterium signal at MIS 19 depth has therefore to be attributed to an enhanced isotopic diffusion, which cannot be simply represented by the usual processes occurring in firn and solid ice and implemented here in the Johnsen et al. (2000) classical diffusion model, which fails here to calculate the real diffusion length at the MIS 19 depth. Particular strong diffusion (or excess diffusion as called in Johnsen et al., 2000) in basal conditions has already been observed in Greenland ice cores (Johnsen et al., 1997) and models implementing new processes (Nye, 1998; Rempel and Wettlaufer, 2003a) are available. These processes are discussed in the next section.

### 4.5. Discussion

We now explore the deep ice characteristics in cause for the observable enhanced diffusion. Fig. 6d shows the depth-profile of the grain size of ice crystals, which provide information on the ice structure. The measurements of the mean radius (R, from Durand et al., 2009) of ice crystals are displayed until 3133 m. Deeper, in the very bottom part of the core, each analysed sample displays only few grains (making difficult the measurements and increasing also the uncertainty) with high R values (~10 mm). At the same time, the EDC borehole temperatures (Fig. 6c) increase up to ~6 °C at the depth of MIS 19 ice. A direct link can be established between the increasing grain growth observed at these depths and ice temperatures (Durand et al., 2009). The increasing grain size can indeed be attributed to migration–recrystallization processes which extend grain boundaries and are expected to take place at temperatures above ~10 °C (Duval and Castelnau, 1995). Such processes can contribute to the impairment of the isotopic signal by first mixing the climatic information contained in close ice crystals. In a second step, the isotopic smoothing can be enhanced by the presence of liquid water-veins within the ice (Nye, 1992). The formation of a continuous network at grain junctions is favoured when ice crystals become large, making possible the circulation of unfrozen water in the ice matrix and accelerating the diffusion of isotopes (Nye, 1998). Raisbeck et al. (2006) highlighted the presence of $^{18}$O spikes deeper than ~3100 m in the EDC core which could not be explained by production variations. As they suggested, specific horizontal concentration processes at play in the EDC deepest ice could provide an explanation for these spikes and also for the dust aggregates revealed by Lambert et al. (2008). This explanation supports our water-veins
hypothesis, which is also valuable regarding the particular profiles of the MIS 19 soluble ions (ammonium and sodium) data, contrasting with the calcium (partly insoluble) profile (Fig. 4). However the behaviour of impurities in ice is still complicated to describe and interpret in such conditions (Rempel and Wettlaufer, 2003b).

The enhanced diffusion in liquid water phase has already been studied and models have been developed for its prediction (Nye, 1998; Johnsen et al., 2000 for the excess diffusion part; Rempel and Wettlaufer, 2003a). In particular, the Rempel and Wettlaufer (2003a) model taking into account the two hypotheses of the Nye and Johnsen models in their diffusion simulations can predict the excess diffusion. But quantitative calculations have not yet been performed for EDC, due to large uncertainties in the grain size estimate in the deepest part of the EDC core, which is essential to evaluate the amount of liquid water involved and to drive such diffusion model.

Using an ice flow modelling (Parrenin et al., 2007b), we can finally track an ice particle from its formation after firnification to its present location in the ice sheet. Fig. 7 shows the backtracking applied to a LR sample located at ~3163 m. Assuming that the actual temperature profile measured in the borehole has remained unchanged in the past, we can determine when a particle had reached a given temperature. We estimate that MIS 19 ice had spent around 200 ky at a temperature higher than −10 °C. We suggest that this long period, spent by the deepest ice in conditions favourable to an increased diffusion through water-veins, is responsible for the strong smoothing of climate variability (1) in stable isotopes, resulting in an apparent diffusion length reaching ~40 cm, and (2) in the soluble ions (ammonium and sodium). The variability preserved in the calcium record is likely related to insoluble dust particles.

5. Conclusion and perspectives

MIS 19 occurring around 780 ky BP appears as a close “orbital analogue” for the Holocene, with orbital context more similar than during MIS 5 or MIS 11 (a point also evoked by Tzedakis, 2009). In order to improve the available temporal resolution of water stable isotope data, we have conducted new deuterium measurements on 395 high resolution samples for the period between MIS 20 and MIS 18. Despite the improved resolution from ~650 y to ~130 y confirming earlier results, no new information on MIS 19 climate variability has been revealed, because of a strong smoothing of the deuterium signal. This smoothing, highlighted by a loss of spectral amplitude below a periodicity of ~1600 y, contrasts with the sub-millennial variability preserved for Holocene at comparable resolution and in MIS 19 high resolution calcium data. The spectral analysis thus reveals an enhanced isotopic diffusion, occurring in the deepest ice of EDC core. We have shown that the predictions of the Johnsen et al. (2000) classical model, considering the classical diffusion occurring both in the firm and the solid ice, under-estimates the observed MIS 19 diffusion length estimated from our data, by at least a factor of two.

To explain our result, we have investigated other EDC records and physical processes at play in the very bottom part of the core. High values of ice grain size (Durand et al., 2009) and warm temperatures in the borehole (−6 °C) measured at MIS 19 location depths, suggests the presence of water-veins at the grain junctions. This is also supported by strongly smoothed records of soluble ions (ammonium and sodium). A continuous liquid water network is expected to strongly enhance isotopic diffusion compared to the “classical diffusion” in the solid ice (Nye, 1998). In addition we have estimated the time period spent by the MIS 19 old ice at temperatures warmer than the critical value of −10 °C, expected to be a threshold for migration–recrystallization processes (Duval and Castelnau, 1995). Our results suggest that ice stored for 200 ky above −10 °C undergoes extra diffusion processes which double the diffusion length.

The lack of new information on sub-millennial climate variability during MIS 19 is frustrating because it prevents any further high frequency comparison with previous interglacials (with the exception of calcium). Even though we are limited by large uncertainties on ice grain size in the deepest part of the EDC core, sensitivity tests could be performed with the Rempel and Wettlaufer model (2003a) to depict the evolution of diffusion length prior to the MIS 19 depth and to determine the progressive easing of high frequency climate variability in deep EDC ice. High resolution data prior to MIS 19 could also provide valuable datasets for model-data comparisons, allowing to quantify the importance of water-veins in deep ice. Such information could as well be useful for the dielectric properties of deep ice and the interpretation of radar data (Carter et al., 2009; Wolff et al., 2010b).

The knowledge of possible mechanisms at play in the deepest part of the ice sheets that are able to erase high frequency climate variability is important in the perspective of future challenges, such as the “oldest ice challenge” (http://www.pages-igbp.org/ipics/). A proper preservation of this variability prior to one thousand kilo-years requires the selection of a deep drilling site with low accumulation and deepest ice temperatures as cold as possible.
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